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Why does detection of interactions often require larger samples? There are two potential rea-
sons. We should stress at the outset that these reasons are labeled as “potential” reasons because 
in theory it is possible to define situations where tests of interactions will be more powerful than 
tests of main effects. However, in practice, it is much more often the case that for a fixed sample 
size, interaction tests will be less powerful than tests of main effects. In particular, we will present 
two reasons for this phenomenon.

First, effect sizes for interactions are often (but not always) smaller than effect sizes for 
main effects. Although it is possible mathematically for an interaction to have a larger effect 
size than does a main effect, in many actual situations, the effect size for the interaction will 
be smaller than the effect size for the main effect. One reason for this is that interactions are 
often ordinal (remember that this means that lines do not cross in a graph of the interaction 
plot). Recall from our discussion of Equations 56 and 58 that the t value for the interaction 
will be smaller than the t value for the main effect whenever the simple effects have the same 
sign. But this is precisely what it means to say that the interaction is ordinal, in which case 
the effect size of the ordinal interaction is necessarily smaller than the effect size of this main 
effect. Of course, if the interaction is disordinal, it is entirely possible for the interaction effect 
size to be larger than the effect size for either of the main effects, but disordinal interactions 
are probably less frequent than ordinal interactions in many areas of the behavioral sciences. 
Further, McClelland and Judd (1993) have shown that the effect size for an interaction is 
usually deflated in observational field studies. The essential reason is that the interaction test 
depends on observations in the corners of the design, but such observations tend to be rare in 
field studies, especially when the factors themselves are correlated. We will have much more 
to say later in the chapter about analyzing data from this type of design, where cell sizes are 
unequal, but the general point for the moment is that the typical lack of observations in the 
corners of such a design contributes yet further to difficulties in detecting interactions without 
very large sample sizes.

Second, even if a particular interaction effect size happens to be as large as an effect size for 
a main effect, it may nevertheless be the case that the power for the interaction is less than the 
power for the main effect. To see why, we need to realize that an important implication of the 
formula for φ is that whenever a > 2 and b > 2, the power for testing an interaction of a particular 
effect size is less than the power for testing a main effect of that same effect size. As a conse-
quence, larger samples (i.e., more subjects per cell) are typically required for having sufficient 
power to test interactions. Consider, for example, a 3 × 4 design (A has three levels; B has four 
levels). It can be shown that to achieve a power of .8 for detecting an A main effect of “medium” 
size as defined by Cohen (1977), a study should use 14 participants per cell, or 168 participants 
in all. However, to achieve a power of .8 for detecting an A × B interaction of “medium” size 
requires 20 participants per cell, or 240 participants in all, more than a 40% increase in sample 
size. The intuitive explanation for this discrepancy is that the A main-effect test is based on the 
A marginal means, which themselves are based on nb observations, which in this specific design 
equals 4n. However, the interaction test is based on individual cell means and hence requires 
more participants per cell to achieve the same power, all other things being equal.

ADVANTAGES OF FACTORIAL DESIGNS

Continuing the theme of our numerical example, suppose that we were interested in the effec-
tiveness of various treatments for hypertension. Specifically, we wonder whether biofeedback 
reduces blood pressure, and we are also interested in comparing Drugs X, Y, and Z. Would it be 
better to conduct a 2 × 3 factorial study or to perform two separate single-factor studies?

Paul Gribble



356 CHAPTER 7

The most obvious advantage of the factorial design is that it enables us to test the existence 
of an interaction. With two single-factor studies, we could never learn that differences between 
drugs might differ depending on the presence or absence of biofeedback. In particular, stop and 
think about the single-factor study to compare the three drugs. This study most likely would be 
conducted in the absence of biofeedback, so in effect we are performing what would be a simple 
effects test in the factorial design. However, the simple effects test may convey only one-half of 
the relevant ways in which drugs differ. In summary, it may be of theoretical interest to discover 
an interaction, which implies the necessity of a factorial design.

What if an interaction is not expected? Is there still any advantage to the factorial design? Yes, 
because the factorial design enables greater generalizability. If our hypertension study is conducted 
as a factorial design and there is no interaction, we can conclude that drug differences are the same 
in the presence of biofeedback as in its absence. (However, an alternate explanation, especially with 
small sample sizes, is that the power to detect an interaction was inadequate. Even with sufficient 
power, one should really conclude that any differences that may exist are so small that we can regard 
them as non-existent for all practical purposes because we should not literally accept the null hypoth-
esis.) In other words, we can generalize drug effects across two levels of the biofeedback factor. If 
we had instead conducted a single-factor study, we could not assess the extent of generalizability.

So far we have seen that a factorial design may be preferable to a series of single-factor studies 
because we can test interaction effects and we can assess generalizability (notice that these two 
advantages are really opposite perspectives on one advantage). However, don’t factorial designs 
require larger sample sizes? Let’s consider two hypothetical psychologists: Dr. Single and Dr. Mul-
tiple. Dr. Single decides to conduct two single-factor studies. The first study investigates the relative 
effectiveness of Drugs X, Y, and Z. Thirty subjects are assigned at random to each of the three drugs. 
In the second study, biofeedback is compared to a control. Forty-five individuals are assigned at 
random to each of the two groups. In the two studies combined, Dr. Single has used 180 par-
ticipants. Dr. Multiple conducts a 2 × 3 factorial study investigating the effect of biofeedback and 
drug effects simultaneously. Fifteen individuals are assigned at random to each of the six groups. 
Of course, Dr. Multiple can test an interaction that Dr. Single cannot, but how else will their tests 
be different? Both will test whether biofeedback has an effect. Dr. Single’s comparison involves 
45 individuals in each group. But so does Dr. Multiple’s, because there were 15 individuals at each 
level of drug, implying that 45 individuals received biofeedback, whereas 45 others did not. Both 
investigators will also test for drug differences. By the same logic, both Dr. Single and Dr. Multiple 
will have exposed 30 individuals to each type of drug. Thus, it should be the case that Dr. Multiple’s 
statistical power for assessing biofeedback and drug effects should be equivalent to Dr. Single’s. 
Does this mean that Dr. Single’s and Dr. Multiple’s approaches are equally good in how efficiently 
participants are used? Recall that Dr. Single used 180 individuals in all. However, Dr. Multiple 
used a total of 6 × 15 = 90 participants. Dr. Multiple’s factorial design produced the same power 
with half as many subjects as Dr. Single’s two separate studies! The implication is that the factorial 
design uses participants more efficiently than would a series of single-factor studies.9

Does this mean that researchers should strive to design studies with as many factors as they 
can imagine? This issue and problems in analyzing designs with three or more factors are con-
sidered in Chapter 8. Before proceeding, however, there is one other topic to be covered in the 
two-factor design.

NONORTHOGONAL DESIGNS

So far in this chapter, we have only considered designs where there are the same number of par-
ticipants in each cell in the design. Although this condition is not an assumption of the model, it 
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